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Goals and Overview

 Extend a connected safe home to everyone at a low incremental cost

Home Safety — In Rockville, MD
SCALE has been deployed in Victory Court Senior
Apartments in Montgomery County, MD.

Multiple types of sensors (temperature, light,
motion, seismic, and explosive gas) are installed
on these boxes to help monitor home safety.

How do we make these cheap sensors work
together for better sense making?

How to make the entire system more resilient?
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Air Quality — In Dhaka, Bangladesh
EnviroSCALE is an extension of SCALE for air
quality monitoring.

« Cheap commodity gas sensors

* Support of multiple networks (3G and Wi-Fi)

- Battery for outdoor deployments

How to conduct data compression and schedule
communication to fit in the limited 3G data plan?
How to improve resilience to network failures?

« Automatically detect emergency events, alert residents, confirm
emergency via phone or app, and initiate contacting first responders

« Jump-start a live testbed for identifying and researching Internet of
Things (|OT) Cha"enges SCALE sends emergency message

« Connect disparate systems via an open multi-protocol data exchange \ Long-range wireless
] ] ] antenna location
« Bring together key industry, academic, and government

organizations to brainstorm, share ideas, and collaborate on
prototype systems

 Expand community awareness and involvement in safety and loT
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Safe Community Alerting Network

Personal Fall Detection — In Irvine, CA
Combined in-situ pressure sensors and wearable
sensor tags for indoor personal fall detection.

How to optimize the personal sensing effectiveness
in terms of energy consumption and reliability by
leveraging the knowledge of the heterogeneous loT
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FlexSCALE multi-sensor box supports multiple ObjeCtS and the real-time environmental conditions™ The customized prototype sensor EnviroSCALE box deployed in Bangladesh with 3G modem and
wireless technologies & Ethernet mat for fall detection multiple types of gas sensors to monitor air quality
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